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We report the effect of lateral designs and resultant parasitic thermal conductance on the absolute accu-
racy of microcalorimeters based on a silicon-nitride membrane. Thermal properties are quantified by
the curve fitting scheme based on the thermal relaxation method with two thermal decay times. In the
studies of various microcalorimeter layouts, the temperature dependence of errors in the absolute values
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of heat capacity was found to be approximately proportional to that of the thermal conductance between
the isothermal platform and the temperature reservoir. Decreasing parasitic thermal conductance by
modifying the lateral designs for the thermometer and heater allowed for absolute accuracies that were
typically less than 5% in a temperature range between 20 and 300 K.

© 2008 Elsevier B.V. All rights reserved.

icrocalorimeter

elaxation method

. Introduction

The heat capacity of solids provides basic information about the
hysical properties of materials, such as the electron and phonon
ensities of states [1], magnetic ordering [2–4], and structural and
lectronic phase transitions [5,6]. However, accurate heat capacity
easurements are often complicated and limited by the measure-
ent device, namely, the addenda heat capacity. If the heat capacity

f the addenda is much larger than that of the sample, the mea-
ured sample heat capacity is likely to be subject to large errors
nd uncertainties. Furthermore, above 100 K, a common calorime-
er platform made of a thin sapphire crystal exhibits a significant
honon specific heat contribution that is as high as ∼10−3–10−2 J/K;
herefore, heat capacity measurements of a small-volume sample
ecome increasingly challenging as temperature is raised. Increas-

ng the sample quantity has been a traditional way of avoiding
his problem. However, materials of interest often exist in a very
mall single-crystalline or thin-film form, whose heat capacity
alue only reaches a small fraction of the addenda heat capac-
ty. Therefore, accurate measurements of small heat capacities by

tilizing conventional calorimetry techniques can be quite chal-

enging.
As an alternative approach, reducing the addenda heat

apacity would be of great help. In fact, numerous efforts
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040-6031/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
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have been made to fabricate novel calorimeters with greatly
reduced addenda heat capacity. The seminal development of
microcalorimeters based on an amorphous silicon-nitride (Si-N)
membrane was first reported by Denlinger et al. in 1994 [7]. Since
then, many types of MEMS (Micro-Electro-Mechanical-Systems)-
enabled microcalorimeters have been fabricated for measuring
the heat capacity of various small-volume materials [8–11]. For
example, qualitative changes in the heat capacity from melt-
ing transitions of sub-angstrom metal films can be determined
using such a microcalorimeter [12]. In more recent developments,
the specific heats of a few nanoliters of organic liquids [13]
and biomaterials [14] have been measured by using a modified
microcalorimeter platform.

However, to our knowledge, the quantitative accuracy of the
heat capacity value has not been fully checked through the experi-
mental efforts of using various types of microcalorimeters. Revaz
et al. [15] have studied the accuracy of heat capacity measure-
ments and its relationship with the thickness of the isothermal
metal layer, mainly through numerical simulations. Other efforts
to reduce measurement errors have been so far limited to the
optimization of sample mass and temperature window [16]. There-
fore, it is desirable to systematically check the accuracy of various
microcalorimeters having different design parameters such as the
shape of the heater and sensor and line widths of electrical

leads. While it is possible to test the accuracy of various types of
microcalorimeters through the measurements of a standard bulk
material such as Cu, the experimental efforts toward the direc-
tion are scarce. This appears to be partly caused by the fact that as
the addenda heat capacity decreases, the conventional relaxation

http://www.sciencedirect.com/science/journal/00406031
http://www.elsevier.com/locate/tca
mailto:parkyd@phya.snu.ac.kr
mailto:khkim@phya.snu.ac.kr
dx.doi.org/10.1016/j.tca.2008.11.011
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ig. 1. Three different types of microcalorimeters were fabricated. As discussed in
he electrical leads narrower than those used in types I and II.

ethod with a single relaxation time loses more its accuracy as well
s the measurement speed.

In this work, we have systematically studied the effects of var-
ous lateral designs and electrical line widths on the accuracy
f the heat capacity measurements using Si-N-membrane-based
icrocalorimeters. By fabricating three different prototypes and

mploying a modified relaxation method with two relaxation time
onstants, called as the ‘lumped-�2 model’ in the original litera-
ure [17], we have achieved an accurate measurement scheme. A
omparison of the thermal conductance of the electrical leads/Si-

membrane and the heat capacity data of a standard Cu sample
rom each microcalorimeter revealed that the heat loss and heat
onfinement are key factors affecting the accuracy of heat capac-
ty data. When the thickness of each isothermal metal film and
he membrane layer is more or less fixed, a heater/sensor layout
ith narrower electrical leads (width: 20 �m) provides accurate
eat capacity data with errors less than 5% between 20 and 300 K.
his observation suggests that in addition to thickness of the metal
sotherm and the membrane [15], control of lateral design such as
ine width can be also important to achieve an isothermal condition
n the membrane.

. Fabrication of type III microcalorimeter

We used the general KOH etching method to fabricate three dif-
erent types of Si-N-based microcalorimeters with different lateral
nd lead designs [11]. First, we deposit low-stress Si-N on the Si
afer using low-pressure chemical vapor deposition. The heater

nd the thermometer are defined using standard photolithographic
echniques and metallization followed by lift-off. For the heater and
hermometer, we use Au (types I and III) or Pt (type II) with a thick-
ess of 50 nm. Cr or Ti (3 nm) is also used as an adhesion layer. After
he lift-off, we form an etch mask on the opposite side using reactive
on etching. Then, the wafer is etched in a 20 wt% KOH solution, and
he temperature is maintained at ∼90 ◦C for 4 h. After this step, we
eposit the isothermal layer on the Si-N membrane. The thickness
f the isothermal region is ∼200 nm with a Cr adhesion layer. The

etailed fabrication techniques have been described in a previous
eport [11]. We note that as compared with the original procedure
7], the heater/sensor leads have been deposited before the KOH
tching in our case. This reversed sequence has been quite useful
n reducing the failure rate in the microfabrication processing.
xt, based on results for types I and II, type III was designed to reduce �l by making

Fig. 1 shows three different microcalorimeter designs. The
heater/sensor film of type I is made of Au and has a uniform line
width in the joint region while that of type II is made of Pt and has a
line width that gradually decreases from the edge region toward the
central region. In addition, the isothermal Au film of type I, which
is gray in color in Fig. 1, had partially covered the heater/sensor
regions while that of type II has tightly covered them. Thus, it is
likely that the type II microcalorimeter has a better heat confine-
ment to the isothermal layer. Both types I and II microcalorimeters
are fabricated to have the same heater/sensor line width (thick-
ness), 100 �m (50 nm), inside the isothermal layers. On the other
hand, type III is designed to have much narrower electrical leads
(line width:∼20 �m), see Fig. 1, and Au is used for the heater/sensor.
Moreover, we made the heater and sensor regions well separated in
our design to reduce the electrical interference between the heater
and sensor leads through capacitive coupling. In order to use the
four-probe method, every heater/sensor has four electrical leads.
Table 1 summarizes line widths and thicknesses of the layers used
in each type of microcalorimeter.

For the type III, in particular, the joint region of the heater and
sensor lines is located well inside the isothermal region. This fea-
ture should be beneficial in determining the temperature of the
isothermal layer more accurately. In addition, due to the same rea-
son, applied power from the heater line in the isothermal layer
can be also accurately determined. Moreover, the uniform and nar-
row linewidth of ∼20 �m for the sensor and heaters enabled us
to achieve quite a small �l value, which turns out to be useful in
enhancing the accuracy as will be discussed in Section 4.

On the other hand, it is expected that the line width in the type III
cannot be reduced indefinitely because the heater segment located
in-between the isothermal layer and the heat reservoir regions can
also generate heat. In our type III microcalorimeter, the relative
ratio of the heater length outside and inside the isothermal layer
is about 1:15, allowing the heat generated outside the isothermal
region to be up to 6% of that inside. This extra heat is expected to be
transferred to the heat sink, but it might also cause an erroneous
power input or non-uniform temperature gradient to the isother-

mal region. Therefore, the reduction of the linewidth to achieve
small �l might have to be compromised as well to mitigate the
dissipation within the heater segment outside the isothermal layer.

We further note that the thickness of the metal layer is 200 nm
for all the types of the microcalorimeter while the thickness of the
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Table 1
Summary of layouts in the types I, II, and III microcalorimeters.

Type I Type II Type III
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eater/sensor thickness Au: 50 nm; Ti: 3 nm
eater/sensor width 100 �m

sothermal layer thickness Au/Ti: 200 nm
i-N membrane thickness 950 nm

embrane has some variation. From the ellipsometry study, the
hickness of the membrane is found to be 950, 750, and 1000 nm
or types I, II, and III microcalorimeter, respectively. Errors of the
llipsometry measurement were ±10 nm. Thus, the thickness ratio
f the membrane and metallic layers varies from 4:1 to 5:1. We find
hat this particular choice of a rather thick membrane is advanta-
eous because we can achieve very high production yields; from
4 in. Si wafer, we can get 37 devices without breaking any of

he membrane platforms. However, the production yields for the
hinner membrane with ∼200 nm thickness became much lower.

oreover, the microcalorimeter with the thicker membrane can be
eused more. Therefore, we have chosen ∼1000 nm for the mem-
rane thickness in the type III microcalorimeter to be the optimal
hickness. In Section 4, we will further discuss how the specific
hoice of the membrane thickness can affect the accuracy.

. Heat capacity measurement scheme

In order to characterize these microcalorimeters, we used a
hysical Property Measurement System (PPMS, Quantum Design)
nd a customized program based on the thermal relaxation model
ith the two relaxation times, i.e., the lumped-�2 model [17].
ecently, stressing the least-square-fitting scheme in the applica-
ion of the lumped-�2 model, Hwang et al. [18] have called the fitting
cheme as the “curve fitting model (CFM)”, which terminology has
een also used in our previous work [11]. In fact, the commercial
eat capacity option in PPMS employs a similar least-square-fitting

cheme with two relaxation times. Moreover, the accuracy of the
ommercial scheme using a sapphire platform has been verified by
ashley et al. [19].

To test various types of microcalorimeters, we have developed a
ustomized program with LabVIEWTM based on the above curve fit-

ig. 2. (a) The used thermal relaxation model, considering the finite thermal conduction
lso as the lumped-�2 model [17]. (b) Time-dependent temperature response (�T) of the m
urves, � (t), H(t), Q(t), and S(t) defined in Eq. (2) are extracted, and the sample heat capa
ethod as explained in texts.
Pt: 50 nm; Ti: 3 nm Au: 50 nm; Cr: 3 nm
100 �m 20 �m
Au/Ti: 200 nm Au/Cr: 200 nm
750 nm 1000 nm

ting scheme. The distinctive feature of our scheme compared to the
commercial one is in the use of a commercial lock-in amplifier to
measure the sensor resistance at a frequency of ∼2 kHz. The resis-
tance measured with a lock-in time constant of 3–10 ms is recorded
with a sampling rate of 2–256 points/s. The actual sampling rate
can be automatically selected in each measurement to cover the
relaxation time of the sample investigated. The relaxation time we
measure can be as short as 50 ms. This fast measurement scheme is
advantageous for measuring small heat capacity of the addenda as
well as the micrometer-sized samples using the microcalorimeter.

The curve fitting scheme based on the lumped-�2 model [11,18]
assumes that a finite thermal conductance exists between the
sample and the isothermal layer, in addition to that between the
isothermal layer and the outside thermal reservoir (Fig. 2(a)). In
this case, internal thermal conductance of the sample investigated
is assumed to be infinite. The temperature of a reservoir block, T0,
is controlled by the PPMS. If we assume that, initially, the T0 is
constant and is in equilibrium with the sensor temperature T, the
general heat transfer equations can be expressed as

P(t) ≡ c′ dT ′

dt′ + �s(T ′ − T) + �l(T
′ − T0)

0 = c
dT

dt
+ �s(T − T ′)

(1)

where P, c, c′, �l, and �s denote applied power, heat capacity of
the sample, heat capacity of the platform, thermal conductance

between the membrane platform and the thermal reservoir, and
thermal conductance between the sample and the isothermal plat-
form, respectively. Following the procedure in Ref. [18], Eq. (1) can
be modified to express the temperature change in the isothermal
region, � (t) T′(t) − T′(t), in the form of a linear combination of H(t),

between the sample and the isothermal region of the microcalorimeter (�s), called
icrocalorimeter to the (c) applied heating power (P). Based on these experimental

city, �l , and other parameters shown in (a) can be obtained from the curve fitting
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Fig. 3. Measurement results obtained using three types of microcalorimeters (cir-
cles, diamonds, and squares represent types I, II, and III, respectively): (a) Specific
heat of Cu measured using types I, II, and III. Results obtained using type III are in
good agreement with the reference data (solid line). (b) Errors in the Cu specific heat
K.S. Suh et al. / Thermo

(t), and Q(t)

(t) ≡ c/�s

c′ + c + c(�l/�s)
H(t) + −�s

c′ + c + c(�l/�s)
S(t)

+ 1
c′ + c + c(�l/�s)

Q (t) (2)

here H(t) ≡ P(t) − c′(dT ′/dt′|t′=t − dT ′/dt′|t′=0), S(t) ≡
∫ t

0
T ′(t′)dt′

nd Q (t) ≡
∫ t

0
P(t′)dt′. Here, � (t), H(t), Q(t), and S(t) can be calcu-

ated from the experimentally measured data, i.e., heater power
nd sensor temperature, as shown in Fig. 2(b). A DC current is
pplied to the heater through a source meter, which also records
he applied voltage to calculate the total power P(t). Since Eq. (2)
olds in each n-th time-segment (tn) when the sensor tempera-
ure is recorded, it constitutes n-independent equations with each
xperimentally available variable � (tn), H(tn), Q(tn), and S(tn). In
ractice, we have digitized the temperature-variation of the sensor
ith a time resolution of approximately 10 ms to record more than

00–2000 points during one typical measurement cycle of 1–20 s.
he measurement time can be selected to be proportional to the
ctual relaxation time of the sample at each temperature, which
ypically corresponds to 0.3–10 s for the type III microcalorimeter
elow 300 K. By employing the least-square-fitting scheme over the
-independent experimental variables � (tn), H(tn), Q(tn), and S(tn),
hree constant coefficients in front of H(t), Q(t), and S(t) in Eq. (2)
an be determined at each temperature. Then, using the predeter-
ined c′ values from the addenda measurement, we can determine

he remaining unknown parameters, c, �l, and �s [18]. The finite
alue of �s obtained by the fits to the data means that the CFM cor-
ects the so-called “�2 effect”, which is caused by a finite thermal
onductance between the sample and the membrane platform.

The above curve fitting scheme based on the two relaxation
imes constitutes a crucial advantage over the conventional relax-
tion method; for small single-crystalline samples, for example, a
ood thermal contact with the membrane platform cannot be easily
chieved due to the high fragility of the thin membrane under pres-
ure. Even if thermal grease is used, the thermal contact between
sample and a membrane platform often turned out to be poor.

herefore, according to our experience, the conventional relaxation
ethod using a single decay time gives rise to significant errors.
ore importantly, we find that the above CFM becomes quite useful

n tracking down the error source in the use of our microcalorime-
ers (vide infra), because it can effectively correct the errors from the
�2 effect” and produce reliably above three independent param-
ters c, �l, and �s. More details about the measurement scheme
ased on the types I and II microcalorimeters can be also found in
previous publication [11].

. Results

In order to check the accuracy of the microcalorimeter, we have
nvestigated the specific heat of oxygen-free-high-conducting-
opper. A small piece of Cu (∼300 �g) was attached to the
sothermal platform of a microcalorimeter by using N-grease
Apiezon) as thermal grease. Then, the microcalorimeter was
nstalled in the PPMS cryostat. Before measuring the Cu speci-

en, the addenda heat capacity including the isothermal platform
nd the thermal grease was measured. At each temperature, the
ddenda heat capacity was automatically subtracted from the
cquired data to calculate the heat capacity of Cu (Fig. 3(a)). Fig. 3(b)
hows that for types I and II, measurement errors were as large as

0% as compared to the standard Cu specific heat [20] and thus both
ypes of microcalorimeters were found to produce rather inaccurate
alues of specific heat.

While inspecting other measured parameters, we found that
he overall temperature dependence of the measurement errors
measurements using the microcalorimeters. Type III exhibits the smallest error of
approximately ±5%. (c) �l of each microcalorimeters. Note that type III exhibits the
smallest �l value at all temperature range.

exhibits a similar behavior to the temperature dependence of �l
of the devices in both types I and II (see, Fig. 3(b) and (c)). Even the
magnitudes of the errors increased in correlation to the magnitude
of �l in both types I and II microcalorimeters. Therefore, we can
presume that a large value of �l might cause an unwanted thermal
gradient in the isothermal region. This parasitic effect can cause
an underestimation of the temperature for the isothermal plat-
form. The underestimation of the temperature under the same heat
power will result in a heat capacity value that is apparently larger
than the real one. This can explain why the measured specific heat
of Cu is larger than that given in the reference data. Furthermore,
these results directly imply that careful control of �l is critical for
enhancing the measurement accuracy of the microcalorimeter.

In order to overcome the temperature underestimation in the
isothermal region, there can be at least two kinds of solution, i.e.,
reducing �l to have better heat confinement to the isothermal layer
and increasing thickness of the metallic isothermal layer to have
better isothermal condition. The latter condition can be reached by
increasing the thickness of the Au isotherm layer to reach almost
a comparable thickness of the Si-N membrane, i.e., ∼1 �m [15].
However, a significant increase in the Au isotherm thickness is
detrimental since the addenda heat capacity increases correspond-
ingly. Moreover, our efforts to fabricate a thick Au film resulted in
an increased probability of being detached from the Si-N mem-
brane. This effect appears to be caused by increased Au film stress

during a longer deposition thermal cycling. On the other hand, as
we have targeted to fabricate rather a robust microcalorimeter for
repeated usages, the other approach of reducing thickness of the
Si-N membrane has not been tried.
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ig. 4. Comparison between experimentally determined �l (symbols) and the theo
ashed lines represent the thermal conductance of the metal leads and the Si-N
hickness, and width are multiplied with the thermal conductivity of each metal [20
y its thickness and the 2D geometrical factor ˛ = 20 (see texts for details).

Instead, we have tried to reduce �l by reducing the metal-
ic leads contribution because the lateral dimension of them can
e more easily adjusted without affecting the fabrication yields.
ig. 4 shows the experimentally determined (symbols) and theo-
etically estimated (lines) �l for three types of microcalorimeters
those for types I and II are replotted from Ref. [11]). Here,
l(T) �leads(T) + �Si-N(T) where �leads(T) and �Si-N(T) are contri-
ution of electrical leads and Si-N, respectively. �leads(T) was
alculated from the reported data of each material [20] and its
imension. For calculation of �Si-N(T), thermal conductivity value

or an amorphous Si-N film [21] was multiplied by our film thick-
ess and a 2D geometrical factor ˛. After combining both �leads(T)
nd �Si-N(T), calculated �l(T) was fitted to the experimental data by
etting ˛ as the free fitting parameter [11] The optimal fitting value
f ˛ was 20 in our case while ˛ = 10 in refs. [7] and [15], indicating

ig. 5. Heat capacity data of addenda, Cu, and the wire (clink) for three types of microcal
ype II.
l estimation (solid lines) of each (a) type I, (b) type II, and (c) type III. Dotted and
rane, respectively. To calculate the metal lead contribution, the number of leads,
ontribution of Si-N is estimated from the thermal conductivity data [21] multiplied

thermal conductivity of our Si:N film is larger by a factor 2 than that
in Refs. [7] and [15].

We find that in Fig. 4, the thermal conductance of the electri-
cal leads contributes rather significantly to the total �l. For the
type II microcalorimeter (Fig. 4(b)), the contribution of the elec-
trical leads remains ∼25% of the total �l above 75 K and reaches
more than 50% below 75 K. For the type I (Fig. 4(a)), the contribu-
tion remains ∼10% above 50 K and reaches more than 25% below.
Thus, in both calorimeters, the thermal conductance of the metallic
leads over that of the Si-N membrane is not negligible. The rel-

ative contribution is expected to become more significant when
the thickness of the Si-N membrane reduces. More importantly, we
notice that for each types I and II microcalorimeter, the temperature
dependence of the errors in Fig. 3(b) was very similar to that of the
metallic leads shown in Fig. 4. This observation suggests that the

orimeters. Au was used as electrical leads for types I and III, while Pt was used for



6 K.S. Suh et al. / Thermochimic

Fig. 6. Calculated (a) clink/caddenda and (b) �Si-N,2D/�platform,2D ≡ �Si-N,2D/(�Si-N,2D + �Au,2D)
for the three types of microcalorimeter. Here, �2D = �× (thickness), in which � data
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�platform,2D/�Si-N,2D becomes close to 10, the deviations remained
or Au and Si-N, respectively [20,21]. Considering that our Si-N membrane might
ave larger thermal conductance by two times than that in previous works [7,15],
he ratio given in (b) can be doubled.

arger thermal conductance of the metallic leads can result in the
arger errors. Thus, we postulated that reducing thermal conduc-
ance contribution of metallic leads can be a first necessary step to
mprove the accuracy. At the same time, a better heat confinement
o the isotherm, which should be useful for reducing the thermal
radient in the membrane, can be also achieved by increasing rel-
tive length of the heater lines.

Based on these reasonings, we have designed the type III
icrocalorimeter that has much narrower electrical leads with a
idth of 20 �m and has longer heater lines. Moreover, as compared
ith types I and II, its heater/sensor section is well located inside

he Au film region. Thus, the type III microcalorimeter is expected to
ave better heat confinement and more accurate temperature read-

ng. This approach has provided an additional advantage for heat
apacity measurements using the CFM. The thermal relaxation time
t each temperature is roughly equal to the heat capacity of a spec-
men over thermal conductance �l. It is unavoidable to have a small
eat capacity of a specimen in a microcalorimeter by a factor of
10–1000 over the conventional calorimeter. Without reducing �l,

he relaxation time then may become too short for measurements
sing conventional instruments. Thus, an increase in the intrinsic
elaxation time by reducing �l can be quite useful for increasing
he number of digitized signals, thus enhancing the accuracy of
he fit. Therefore, we conclude that reducing �l via the narrower
lectric leads will make relaxation times increase and thus will pro-
ide a better chance for achieving accurate measurements in the
elaxation method.

The heat capacity data of the Cu specimen from the type III
icrocalorimeter has become more accurate than that obtained

rom the types I and II devices, as demonstrated in Fig. 3(b). Fur-
hermore, Fig. 3(c) proves that �l of type III becomes much smaller

han that of types I and II. Analyses of each contribution to �l of
ype III, as seen in Fig. 4(c), also reveal that the thermal conduc-
ance of Au wires indeed reduces significantly as expected. Using
he type III, the accuracy of measurements is within approximately
a Acta 490 (2009) 1–7

±5% between 20 and 300 K. Moreover, even when we measure the
Cu specimen with a different mass, the accuracy still remained
intact for the mass ranges from ∼50 to 1000 �g. Although a 20%
smaller value of �l, as shown in Figs. 3(c) and 4(c), can make the
time constant rather longer, the total measurement time did not
increase significantly. This is because the CFM only requires a short
measurement time approximately twice that of the thermal relax-
ation time. Therefore, our results show that a proper engineering of
�l via much narrower metallic leads or confined heater region can
be useful for acquiring accurate heat capacity data on samples of
typical mass ∼10–1000 �g in the use of the Si-N microcalorimeter.

5. Discussions

A caveat in applying the lumped-�2 model for extracting heat
capacity is the fact that it assumes the 1D heat transfer while the
thermal flow in the microcalorimeter is governed by 2D heat trans-
fer in practice. Therefore, to apply the above 1D model into the
microcalorimeter, one still needs to check several conditions. The
conditions for applying the 1D thermal relaxation model have been
discussed in the work of Bachmann et al. [17]. The first condition is
related to the ratio between heat capacity of the outside link and
the isothermal layer. Specifically, when clink/(caddenda + csample) < 0.1,
the total heat capacity measured (caddenda + csample) can contain
1/3clink within the accuracy of 1%. In our measurements, we have
measured caddenda first, and then put a sample into the plat-
form to measure total heat capacity. Then, csample was obtained
by subtracting caddenda from the total heat capacity. In this sub-
traction process, if the contribution from the thermal link is
approximately constant as 1/3clink, csample can become accurate.
To check this, we have plotted the experimental caddenda, cCu,
and estimated clink for each microcalorimeter in Fig. 5. Here,
clink = VSi-N × �Si-N × CSi-N + Vleads × �leads × CAu/Pt, in which V, �, and
C stand for volume, density, and specific heat of each material,
respectively. For Si-N contribution to the heat capacity, known spe-
cific heat of cSi-N [21] was used. In each case, we can find the clink is
quite smaller than cCu and caddenda. The actual ratio of clink/caddenda
plotted in Fig. 6(a) is more or less around 10%, for both types I
and III. The clink/caddenda ratio of ∼10% suggests that the condition
by Bachmann et al. [17] is valid and the measurement is accurate
within ∼1%. Even if clink/caddenda reaches around 30% for type II, we
notice that the measurements errors of type II in Fig. 2(b) was even
smaller at high temperature region than those of the type I. There-
fore, clink/caddenda ratio does not seem to be a deciding factor for the
accuracy of the measurement.

Another condition one should check before applying the 1D
lumped-�2 model is whether �l/�platform �1. Although the �l is
determined experimentally in Fig. 3 for each type, this should
be an effective 1D thermal conductance of the link. Moreover,
the effective 1D �platform is not easy to determine experimen-
tally. In Ref. [15], the validity of the 1D relaxation model in the
application of the microcalorimeter has been checked numerically
for various 2D thermal conductance ratios between the isother-
mal platform, composed of the Si-N membrane and the metal
isotherm, and the Si-N membrane layer. The 2D thermal conduc-
tance of each layer is defined as the multiplication of thickness
and thermal conductivity (�) of the material used; �Si-N,2D ≡ tSi-N
�Si-N, and �platform,2D ≡ �Si-N,2D + �Au,2D = tSi-N �Si-N + tAu �Au. When
�platform,2D/�Si-N,2D = 100–50, isothermal condition of the platform
was nearly achieved (Fig. 2 in Ref. [15]) and the 1D model is then
valid with errors less than 1% (Fig. 8(c) in Ref. [15]). Even if the ratio
less than 4%.
In our case, given the geometry of each calorimeter, we have cal-

culated the ratio �Si-N,2D/�platform,2D in Fig. 6(b), using the thermal
conductivity of both Au and Si-N available in the literatures [20,21].
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[19] J.C. Lashley, M.F. Hundley, A. Migliori, J.L. Sarrao, P.G. Pagliuso, T.W. Darling, M.
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or each calorimeter, �Si-N,2D/�platform,2D is always less than 3% at
emperatures below 300 K, and gets smaller down to around 1%
s we further decrease temperature to 20 K. Therefore, each type
f microcalorimeter has 34 < �platform,2D/�Si-N,2D < 100. If we refer
o the numerical simulation results [15], the errors caused by this
ffect is close to 1%. Therefore, the thermal conductance ratio of
platform,2D/�Si-N,2D indicates that each microcalorimeter is mostly
ithin the valid 1D regime, suggesting that �platform,2D/�Si-N,2D is
ot a deciding factor for the error shown in Fig. 3(c) either. This
onclusion is also supported by the fact that the errors appeared
n Fig. 3(b) are not directly proportional to the magnitude of
platform,2D/�Si-N,2D in Fig. 6(b). Thus, a main error source in the
ypes I and II seems to be more directly related to �l, as discussed
n Section 3.

On the other hand, our previous study [11], and analyses in
ig. 4, has revealed that the thermal conductivity of the Si-N mem-
rane in the types I and II is larger by a factor of two than that
f a typical Si-N membrane [7,15]. In Fig. 4(c), the thermal con-
uctance of the Si-N membrane for type III is also comparable to
hat of type I (Fig. 4(a)) so that thermal conductivity of the type
II is also expected to be larger by a factor of two than that in
efs. [7] and [15]. It is postulated that the thermal conductivity
f our membrane is enhanced with its increased thickness, pre-
umably due to its lowered stress. If this is the case, the value
f �Si-N,2D/�platform,2D in Fig. 6(b) should be approximately dou-
led, yielding 17 < �platform,2D/�Si-N,2D < 50 at overall temperatures.
ccording to Ref. [15], these values of �platform,2D/�Si-N,2D then can
ive rise to errors in the application of the 1D model up to about
%. Then, the intrinsic errors of type III around 5% might be a nat-
ral consequence of the larger thermal conductance of the Si-N

ayer that results in a poor heat confinement into the isother-
al layer and thus makes the 1D thermal modeling imperfect.

t should be also possible that the errors observed in the types I
nd II microcalorimeters are amplified due to this rather imperfect
sothermal condition imposed by the specific �platform,2D/�Si-N,2D
atio of the microcalorimeter. Therefore, the results presented here
hould not be interpreted as implying that the original design in
efs. [7,15] has errors in the absolute heat capacity. Furthermore,
educing the membrane thickness with the same lateral designs as
ype III is expected to enhance the accuracy further while it can
enerate less strong membrane platform. The parallel effort of per-
orming the 2D heat transfer simulation can be also desirable in the
ype III microcalorimeter to explore a proper design direction that
an further enhance the accuracy.

. Conclusion

In summary, we have fabricated three different microcalorime-

ers having different �l values by changing the design of the
lectrical leads and lateral layouts. By determining a system-
tic relationship between the measurement error and �l, we
ave shown that �l should be properly engineered to enhance
he accuracy of heat capacity measurements using the Si-N-

[

[
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membrane-based microcalorimeter and the 1D thermal relaxation
method. Our findings imply that one design direction for achiev-
ing a more enhanced accuracy is to reduce the heat loss through
electrical leads and to confine heat in the isothermal platform.
Therefore, efforts to achieve narrower line width and smaller heater
and sensor region are expected to result in a microcalorimeter
with more enhanced accuracy. Furthermore, our investigations
show that employing the curve fitting method can be useful for
experimentally determining heat capacity as well as estimating the
accuracy of various types of microcalorimeter. Computer simula-
tions based on finite element analyses would be desirable to further
enhance the performance of our type III microcalorimeter.
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